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Phase structure of Z, gauge theories for frustrated antiferromagnets in two dimensions
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In this paper, we study phase structure of Z, lattice gauge theories that appear as an effective-field theory
describing low-energy properties of frustrated antiferromagnets in two dimensions. Spin operators are ex-
pressed in terms of Schwinger bosons, and an emergent U(1) gauge symmetry reduces to a Z, gauge symmetry
as a result of condensation of a bilinear operator of the Schwinger boson describing a short-range spiral order.
We investigated the phase structure of the gauge theories by means of the Monte Carlo simulations, and found
that there exist three phases, phase with a long-range spiral order, a dimer state, and a spin liquid with
deconfined spinons. Detailed phase structure and properties of phase transitions depend on details of the

models.
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I. INTRODUCTION

In the last few decades, strongly correlated electron sys-
tems are one of the most intensively studied areas in the
condensed-matter physics. One may expect that some exotic
phase appears as a result of the interplay of strong correla-
tions and quantum fluctuations. Concerning to the high-7,
cuprates, understanding of the underdoped regime is still
controversial. Conventional Fermi-liquid picture may not
hold in that region.!

Another intensively studied system is quantum magnets
with frustrations. Study of that system has long history but
its interests recently revived because very interesting experi-
ments on the new materials such as the organic Mott insula-
tors k-(ET),Z (Z=Cu[N(CN),]|Cl, etc.) (Ref. 2) and
X[Pd(dmit),], (X=Me,P, etc.) (Refs. 3-5) have appeared.
Among them, the insulator with Z=Cu,(CN); has no long-
range order (LRO) at low temperature®’ and it is expected
that a new type of spin liquid, so-called Z, spin liquid, is
realized there.® Another interesting anisotropic triangular an-
tiferromagnet is Cs,CuCly,. By neutron scattering, its spinon-
like behaviors were observed.”!?

To study possibility of exotic states in frustrated antifer-
romagnets such as the Z, spin liquid, most studies employ
the Schwinger-boson representation for quantum spin opera-
tor. As a result, there appear a local U(1) gauge symmetry
and also an emergent gauge field. Dynamics of the emergent
gauge field strongly influences the structure of the ground-
state and low-energy excitations. In the Z, spin-liquid sce-
nario, the U(1) gauge symmetry is reduced to a Z, symmetry
because of appearance of a short-range spin spiral order, and
s=% spinons are deconfined and appear as a low-energy
excitation.!' In order to obtain a conclusive proof of the ex-
istence of the Z, spin liquid, reliable investigation on the
gauge dynamics is necessary. In the present paper, we shall
report results of study on the Z, gauge theories obtained
mostly by means of the Monte Carlo (MC) simulations.

The present paper is organized as follows. In Sec. II, we
shall introduce models of frustrated antiferromagnets and re-
view the Schwinger-boson representation of them. We show
that their low-energy effective model is a CP' gauge model
coupled with an additional doubly charged vector field de-
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scribing a short-range spiral order. In Sec. III, we shall show
the phase structure of various effective gauge models with
local Z, gauge symmetry. To obtain the phase diagrams, we
calculated “internal energy,” “specific heat,” spin-correlation
functions, and instanton density by means of MC simula-
tions. There are three phases, phase with long-range order,
dimer phase, and spin liquid with deconfined spinons. Sec-
tion IV is devoted for conclusion and discussion.

II. FRUSTRATED ANTIFERROMAGNETS, SCHWINGER
BOSON, AND EFFECTIVE GAUGE THEORY

A. AF magnets and CP! gauge-field theory

Let us start with some specific model of a frustrated anti-
ferromagnet on the triangular lattice shown in Fig. 1. Ex-
change coupling in the horizontal bond is J' and the others
are J. Quantum Hamiltonian H is given as

H=J 28-S+ 28;-S;+ -+, (2.1)
where §i is s:% spin operator at site i, and the ellipsis de-
notes multispin and/or long-range interactions between spins,
and the other notations are self-evident.

In the limit J'/J<<1, the system reduces to the usual an-
tiferromagnets on the square lattice and the ground state is
expected to have the Néel order whereas for J'/J~ 1, a new
state is expected to appear. In order to study the system [Eq.
(2.1)] by field-theory methods, we introduce the Schwinger-
boson operators a;=(a;;,a);) at each site i, and then S is
expressed as

J’

2

<

FIG. 1. (Color online) Triangular lattice on which the Heisen-
berg model (2.1) is defined.
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S, = (2.2)

[
5494,
where ¢ are the Pauli spin matrices. The following local
constraint must be imposed as the physical-state condition in
the Schwinger-boson Hilbert space,

(a%aﬁ + aLali)|Phys> = |[Phys). (2.3)

We employ the path-integral methods to investigate the
quantum system, and introduce CP! variables zi=(z1521)
=(zy;,22;) corresponding to a;, which satisfy the constraint

Zrizpi+Z)2)=1 (2.4)

at each site i and z; | ; is the complex conjugate of z; | ;. From
Hamiltonian (2.1), the partition function is given as

Z=I[DZDZ]CpleXpl—JdT(EZ-Zi+H(Z,Z))],
(2.5)

where 7 is the imaginary time, z',-=2—zfi and [[DzZDz]cp! de-
notes the integration over CP' variables z;’s satisfying the
constraint [Eq. (2.4)]. H(z,z) is derived from Eqgs. (2.1) and
(2.2). The above system is obviously invariant under a local
gauge transformation z;(7)— €%z, (7) with an arbitrary
0,(7) satisfying 6,(+%)= 0;(—).

In the limit J'—0, an effective-field theory is obtained
from the partition function Z in Eq. (2.5) by integrating out
the high-energy modes of z; (or z;’s on all odd sites'>!3). The
resultant theory is a CP! gauge model, which is described by
the following action S, in the continuum space time with
coordinate x,=(xo=17,x;,X,),

1 1
Sz=fd3x[_22 |Dﬂz|2+—22 Ffw ,
8 u e

u<v

(2.6)

where D, z=(d,+iA,)z and F,,=d,A,~d,A, with emergent
gauge field A,. In Eq. (2.6), g and e are coupling constants.
Bare value of g is independent of the antiferromagnetic (AF)
exchange coupling J but it measures the solidity of the AF
order, i.e., additional interactions that enhance (suppress) the
AF order decrease (increase) the value of g. On the other
hand, the bare value of 1/e is vanishing for the AF Heisen-
berg model with only the nearest-neighbor (NN) coupling
but it acquire a finite value due to the renormalization effect
of the high-energy modes. Multispin nonlocal interactions
such as a ring exchange coupling generate nonvanishing
value of 1/e.'* Varying the parameters g and e induces a
phase transition and the structure of the ground-state and
low-energy excitations change drastically through the phase
transition as we see in the following sections.

The field theory defined by Eq. (2.6) is obviously invari-
ant under a U(1) gauge transformation. The continuum de-
scription [Eq. (2.6)] makes it unclear if this U(1) gauge sym-
metry is compact or noncompact one. As the original system
of the AF magnets is defined on the lattice and transforma-
tion parameter 6;(7) is defined mod 27, one may expect that
the model (2.6) is a compact U(1) gauge system, in which
topological nontrivial objects such as instantons and vortices
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FIG. 2. Phase diagram of the U(1) gauge theory of CP! spinons
(Ref. 20). There are two phases.

can exist. This expectation is qualitatively correct but contri-
bution from instanton configurations to the partition function
is partly suppressed if there exists a Berry-phase term,
i) d3X€MV>\f7MF w (Where €,,, is the antisymmetric tensor), in
the action in addition to S,.!5!7 For the case J' #0, it is not
easy to calculate the coefficient of the Berry phase, which
plays a crucial role in the suppression of instantons. We shall
not consider its effect in the following numerical investiga-
tion and give comments on it in Sec. IV.!3

Phase structure of the CPY~! field theory has been studied
by the 1/N expansion and numerical methods.'®?! For the
compact U(1) gauge case, a lattice-regularized version of Eq.
(2.6) is quite useful for investigation on the CP' gauge
model, and its action is given as follows:

i

A.=
2

_ Co -~ —
E Zx+,ulj)c,,u,zx + E E Ux,;LUx+,u,VUx+V,,qu,V +c.c.,

X X, u<v

(2.7)

where x denotes site of the cubic lattice, and the coupling c;
corresponds to 1/g% and ¢, to 1/e?. Phase diagram has been
obtained in the c;-c, plane. See Fig. 2. There are two phases
separated by the critical line ¢,=c.(c,), one of which corre-
sponds to the Néel state for ¢; >c,.(c,) and the other state is
a dimer state ¢, <c,.(c,) in which the spinon z, is confined
to a spin-triplet excitation z,6z,. The phase transition across
the transition line is of second order, and it belongs to the
universality class of the O(3) nonlinear sigma model in three
dimensions (3D) (for small to medium values of c,). The s
=% AF Heisenberg model corresponds to c¢;>c,,, and the
ground state has the AF long-range order. By introducing an
inhomogeneity in the exchange coupling J that enhances
dimerization, the value of ¢, in the effective model (2.7) is
decreased and the phase transition takes place from the Néel
to dimer states.?”> Recently, numerical study on the inhomo-
geneous SU(2) AF Heisenberg model, which is essentially
the same with that studied in Ref. 22, was performed quite in
detail and the existence of the phase transition from the Néel
to dimer states was verified.”? Phase transition belongs to the
universality class of the 3D O(3) nonlinear sigma model, as
predicted by the study of the effective lattice model (2.7).
As shown in Fig. 2, the deconfined Coulomb phase does
not exist in the model (2.7) of the U(1) gauge theory. Ap-
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pearance of the Coulomb phase requires long-range and non-
local interaction of gauge field U,,, which may be generated
by the coupling with gapless fermions.>*? In the pure quan-
tum spin models without doping of holes, the deconfined
phase is expected to appear by introducing frustrations be-
cause the Higgs mechanism is expected to take place by the
appearance of the (short-range) spiral order. In that case, the
U(1) gauge symmetry spontaneously breaks down to Z,. It is
known that the deconfined phase exists in the 3D Z, gauge
models. There are interesting studies on spin liquids with
deconfined spinons in the framework of the Z, gauge model.
However, detailed and reliable study on the phase structure
of the Z, gauge models relevant to the frustrated spin sys-
tems is still lacking. We study this problem in this paper.

Before going into details of the study on the frustrated AF
magnets, let us comment on the validity of the present meth-
ods using the lattice field theory for studying AF magnets. To
define quantum many-body systems without ambiguities, an
ultraviolet (UV) regularization is necessary. In quantum spin
models such as (2.1), the spatial lattice naturally gives such
an UV regularization. In the present approach, we first study
the original model carefully and identify the relevant modes
in the low-energy and low-momentum region. Through these
observations, we obtain an effective-field theory in the con-
tinuum space time. Then in order to study the effective-field
theory nonperturbatively (e.g., by means of the MC simula-
tions), we reformulate it by using a space-time lattice as a
systematic regularization. Structure of the lattice model is
determined by the symmetry of the effective-field theory and
we expect that details of the lattice model does not influence
substantially physical results such as phase structure and
critical behaviors by the universality-class argument. For the
quantum SU(2) AF magnets, it is known that the results ob-
tained by the effective CP' lattice model (2.7) are in good
agreement with those obtained for the original AF Heisen-
berg model, as we explained above. Furthermore, phase
structure of the lattice CP*(n=1,---,4) models obtained by
the MC simulations is the same with that obtained by the
1/N expansion for the CPV~! field theory in the continuum
space time.!”?% These facts encourage us to apply the same
methods to more complicated quantum spin systems such as
triangular AF spin systems with frustrations. More comments
on the reliability of the methods will be given in Sec. IV,
after showing the main results of the present study in the
following sections.

B. Effect of frustrations

The effect of the frustration in the AF magnets [Eq. (2.1)]
can be studied in the framework of the CP! gauge-field
theory whose action has the following term S, in addition to
SZ,“

1
SA:fd3x > {—2|DS)AQ|2+mA|Aa|2+)\|Aa|4+iAaz_&aZ
a=12 L 8A

+c.c},

where A (a=1,2) is a doubly charged spatial vector field,

(2.8)
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Dﬁf)=(9ﬂ+21Aﬂ, and Zu(x)zeabfb(x) (E|2=—€2]=1,E”=Ez2

=0). Origin of the new term S is as follows. The J’ term in
Eq. (2.1) generates terms such as %Eij|5~2i|2 in the effective-
field theory, where the extra factor 1/J comes from the re-
definition of the imaginary time 7— 7X(aJ) (a=Ilattice
spacing=often set unity). After inserting the following iden-
tity into the path-integral representation of the partition func-
tion,

— ’ ’ .= N — =
f dA;dA e NN Ajj=iz U A+iZiZ) — constant

(2.9

the above quartic term of z; is decoupled by a Hubbard-
Stratonovich field A,. By the effects of renormalization of
high-momentum modes, the extra terms in S, and renormal-
ization of the mass, which preserve the local U(1) gauge
symmetry, appear for describing low-energy behavior of the
system.2°

Physical meaning of S, becomes transparent by consider-
ing the case m, <O0. In this case, we expect the nonvanishing
expectation value of the field A, i.e., (A,)# 0. By solving
the field equation derived from the action S,+S,, it is
straightforward to verify that the low-energy configurations
are given by

1 T Y
Za(x) = "_E[Ua(x)elg2<A>-x + Eabljb(x)e_lg2<A>-x]’ (210)
V

where v,(x) (a=1,2) is a slowly varying complex field sat-
isfying = ,|v,(x)|*=1.2728 For the configurations given by Eq.
(2.10), the SU(2) spin field S(x)=z(x)Gz(x) has the follow-
ing form:

S(x) =17, cos(2g%(A) - ) + 71, sin(2g%(A) - ),

i’_l)l =Re[l757)], l’_l)2=Im[l70_U],

2_ 2
b

=15 = (2.11)

On the other hand, the “spin-nematic field” 3=7; X7, is
given as fiz=vadv. It is obvious that S(x) in Eq. (2.11) corre-
sponds to a spiral state if (i7;) # 0, (7i,) # 0.

By substituting Eq. (2.10) and A,,=(A,) into the con-
tinuum action S,+S,, low-energy effective theory is ob-
tained. Condensation of A, not only generates the spiral state
of S but also a finite mass of the gauge field A ,. CP"~! model
with a massive “gauge field” has been studied in the con-
tinuum space time by the 1/N expansion but the obtained
results are not reliable for the case of finite N (in particular,
the case N=2) because an important effect at O(1/N) com-
ing from topological excitations is totally ignored there.? In
fact, the condensation of A, preserves the local Z, gauge
invariance of the system because it carries double charge,
and therefore the topological nontrivial excitation carrying a
half-magnetic quantum, dubbed vision, exists as a low-
energy excitation.>® Also in Ref. 31, a quantum phase transi-
tion between a spin liquid with deconfined spinons and mag-
netically ordered state was studied, and various physical
quantities were calculated by the 1/N expansion in an effec-
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FIG. 3. (Color online) Phase diagram of the Z, gauge theory of
CP! spinons. There are three phases.

tive CPV! field theory with a global U(1) symmetry. There it
is assumed that effect of the vision can be ignored. Our study
of the gauge model with the full Z, gauge symmetry in the
present paper will show that this assumption is correct. See,
for example, the calculation of the instanton density in Sec.
II1.

In the rest of the present paper, we shall study the effec-
tive Z, gauge theories obtained by substituting A=(A) and
Eq. (2.10) into the action S,+S . To this end, we reformulate
it by using the lattice regularization that preserves the local
Z, gauge symmetry. We use a cubic space-time lattice be-
cause frustrations coming from AF coupling on the triangular
lattice have disappeared by using the parameterization [Eq.
(2.10)]. The resultant lattice model is explicitly given by the
following action:

Cl _ _
A(C3) = EE (Ux+p.Ux,,u.Ux + Uxe,,u.Ux+,u,)
X, M

C
+2 > U,

- = C3 2
5 UerporUpinpUen+ = 2 Us  +cc,
X,u<v X, M

2 B}
(2.12)

where we explicitly show the dependence of the parameter c;
in A(c3), as we study the model with fixed values of c¢; in the
following section. From the above consideration, c30<(/§)2.
Partition function of the gauge model (2.12) is given as

- LS
4 “ay

1 1.1 12 13 14 15 16 1.7

cl

FIG. 4. (Color online) E for c;=0.5. There is sharp discontinuity
at ¢;=1.35 that indicates a first-order phase transition. System size
is L=24.
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FIG. 5. (Color online) Distribution of A(%) for ¢,=0.5 and ¢,
close to the phase transition point. The double-peak structure at
¢1=1.3545 confirms the existence of the first-order phase transition.
System size L=24.

ZGauge = J [DzZDz]cpi[DUDUlexp A(cs).  (2.13)

It is obvious that the system (2.12) has a local Z, gauge
symmetry instead of the U(1) symmetry. Then we call v,

02527
0.2 o
o 015

0.1 i

0.05 =

1 11 12 13 14 1.5 16 1.7
cl

FIG. 6. (Color online) Instanton density for ¢,=0.5 as a function

of ¢;. At the phase transition point ¢; = 1.35, it changes its behavior.
System size L=24.
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FIG. 7. (Color online) E for ¢;=0.3 as a function of ¢,. System
size L=24,32,40. There is almost no system-size dependence.

Z,CP! boson. In the limit ¢;— %, configurations of the gauge
field are restricted to U, ,= =1 and the model reduces to a
Z, gauge system. In the case c;— %, ¢;=0, the system is the
pure Z, gauge model in 3D, which is dual to the 3D Ising
model and has a second-order phase transition from the con-
fined to deconfined “Coulomb” phases as ¢, is increased.
This is in sharp contrast to the U(1) gauge model in 3D, in
which only the confined phase exists. As the deconfined
phase corresponds to spin liquid with weakly interacting
spinons, one may expect realization of a fractionalization
phenomenon in frustrated AF magnets. In the following sec-
tions, we shall study phase structure of the model (2.12) by
means of the MC simulations.

III. NUMERICAL STUDIES
A. Z, lattice gauge model of Z,CP! spinon

We first study the Z, gauge model coupled with the field
v, that corresponds to the limit c;— o of the model (2.12). It
is known that Z, gauge model coupled with single-
component Higgs boson describes nematic phase transition,
and its phase structure was studied by both analytical and
numerical methods.’? In these studies, importance of topo-
logical line defects (world lines of vision) was emphasized.

In order to investigate the phase structure of the Z, gauge
model, we defined the model on the cubic lattice of size L°

)

=

[N

10 | |-o- size24 .;I\.
~o- size32 |l

8 - k)
-&- sized( »

]

I

v 0 \q"
4 _ e %

0.7 0.72 0.74 0.76 0.78 0.8
cl

FIG. 8. (Color online) C for ¢;=0.3 as a function of ¢, with L
=24,32,40. Its system-size dependence indicates that the phase
transition is of second order. In addition to the standard MC simu-
lations, we used multihistogram methods to obtain reliable values of
C near the phase transition point (Ref. 35).
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FIG. 9. (Color online) FSS for ¢;=0.3. All data for L
=24,32,40 can be fit by single function ¢(x).

with the periodic boundary condition and calculated the in-
ternal energy E=(A(%))/L3, the specific heat C={([A()
—E?)/L, etc. We used the standard Metropolis algorithm
for the MC simulations.?* The typical statistics used was 10°
MC steps for each sample, and the averages and errors were
estimated over 10-20 samples. Average acceptance probabil-
ity was about 40-50 %.

The obtained phase diagram is shown in Fig. 3. There are
three phases and calculation of various physical quantities
gives the following identifications. (1) In the phase I, there is
no AF long-range order and the gauge dynamics is realized
in the confined phase. Low-energy excitations are spin-triplet
bound states of the spinor v, (triplon), i.e., 77;(x) and 77,(x) in
Eq. (2.11). We call this phase tilted-dimer state. (2) In the
phase II, there exists the magnetic long-range order of v,,

which corresponds to the spiral order of S(x), i.e., (i7;)#0
and (7i,) # 0. The gauge dynamics is in the Higgs phase be-
cause of the condensation of v,. Low-energy excitations are
gapless spin wave described by uncondensed component of
v,. (3) Phase III represents the paramagnetic spin-liquid
state. As for gauge dynamics, a deconfined “Coulomb phase”
is realized and the number of topological vortices is con-
served. Low-energy excitations are massive spinon v,.

We first show the numerical calculations of £ and C for
establishing the above phase diagram in Fig. 3. We first focus
on the transition from phase I to II. In Fig. 4, we show
calculation of E as a function of ¢; with ¢,=0.5. It is obvious
that there exists a sharp discontinuity at ¢;==1.35, which
indicates a first-order phase transition. In order to verify it,
we measured distribution of values of A(%) generated in the
MC steps, N;E], which is defined as

0.2 $\$\$
“
0.15
= 0.1
0.05 5
06 065 07 075 08

c2

FIG. 10. (Color online) Instanton density for ¢;=0.3 as a func-
tion of c,. At the phase transition point ¢,=0.76, it changes its
behavior. System size L=24.
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FIG. 11. (Color online) C for ¢,=1.5 as a function of ¢; with

L=16,24,32,40. Its system-size dependence indicates that the

phase transition is of second order.

ZGauge = f dE f [DZDZ]cp[DUDUNM ™ JA (=) ~ E]

= f dEN[>;E]. (3.1)

We show the result near the critical point in Fig. 5. At ¢

=1.3545, N[;E] has a double-peak structure whereas the

others have a single peak. From this result, we judge that the
first-order phase transition takes place at ¢;=1.3545.

We also measured the instanton density p(x) for ¢,=0.5 as

a function of ¢;. p(x) is defined as follows for the gauge-field

FIG. 13. (Color online) Correlation function of the spin field
7i5(x). It has a long-range order only in phase II.
1

2 2 G,uv)\(nxﬂ.t, wn ~ Ty, V}\)
VN

p(x) = -

1 ~ ~
= _E € V)\(®)C N T ®X,V)\)7 (34)
47le)\ m A

where €,

is the antisymmetric tensor. From the above defi-

nition, it is obvious that p={( |p(x)| ) measures probability of
creation/annihilation of magnetic vortex. In 3D Z, gauge

theory, magnetic vortices in 3D can be regarded as world
lines of flux quanta dubbed vision. Nonvanishing value of p

configuration U, ,=e'%, 6, ,=0,7.2%3* First we consider
the magnetic flux ©, ,, penetrating plaquette (x,x+u,x+
+V,Xx+V),

®x,;w= ex,M+ 0x+M,V_ 0x+V,M_ 6x,w (_ 27 =

ey = 277).

(3.2)
We decompose O

\.uv 10O its integer part n, ,,, which repre-
sents the Dirac string (vortex line) and the remaining part
0

X, v

O, =270, ,,+ xw,, (—m= GT)X”WS m). (3.3)

Then instanton density p(x) at the cube around the site x
+g+%+% of the dual lattice is defined as

means that the number of visions is not conserved and there-
fore condensation of the vision. The result of calculation of p
is shown in Fig. 6. There is a sharp discontinuity at the phase
transition ¢; =1.35. In phase I, finite value of p means large
fluctuations of the gauge field and spinon v, is confined to
gauge-invariant composites, 7;(i=1,2,3). This phenomenon
is sometimes called dual Meissner effect. On the other hand
in phase II, p is strongly suppressed and the topological order
exists. Later study on the spin-correlation function reveals
that this suppression is due to Higgs mechanism by the con-
densation of v,.

Next we consider the phase transition from phase I to III.
We show E and C for ¢;=0.3 in Figs. 7 and 8. The results
indicate that there exists a second-order phase transition at
¢,=0.76. By the finite-size scaling (FSS) hypothesis for C,

C(e) =L p(L""e),

(3.5)
where C; is the specific heat of system size L, and e=(c,
—C2w)/ Cae With ¢, (the critical coupling for L— ), we es-
q 1 &
1 \ “o- cl=1.0,¢2=03 1 ' “o- cl=1.0,c2=0.3
081! o cl=1.5,c2=10 | | 081" = cl=15,c2=1.0
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FIG. 12. (Color online) Correlation function of the spin field
71 (x). It has a long-range order only in phase II.

224425-6

FIG. 14. (Color online) Correlation function of the spin-nematic
field 7i3(x). It has a long-range order only in phase IL
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FIG. 15. Spin gap as a function of ¢; for ¢,=1.5.

timated the critical exponents » and o by using the FSS [Eq.
(3.5)] and obtained v=0.63 and o=0.17 and the critical cou-
pling ¢,,,=0.76. The obtained scaling function ¢(x) is shown
in Fig. 9. These values are very close to those of the pure Z,
gauge model that are obtained from the data of the 3D Ising
model by duality.3

We also measured instanton density p and show the result
in Fig. 10. p is a decreasing function of ¢, and changes its
behavior at the phase transition point ¢, =0.76.

Finally, let us consider the phase transition from the
phases II to III. Obtained E has no system-size dependence.
System-size dependence of C is shown in Fig. 11, from
which we judge that the phase transition is of second order.
By the FSS, the critical exponents are estimated as v=0.65,
0=0.156, and ¢,,,=0.93. This value of v should be compared
with that of the O(4) nonlinear sigma model in 3D, v,
=0.75. At present, it is not clear for us if the above two phase
transitions belong to the same universality class.

In order to see (non)existence of the magnetic LRO, we
measured correlation functions of the spins 7;(x), 77,(x), and
7i3(x). They are defined as

1
G,.(r)=52<ﬁ,.(x+r)-ﬁ,.(x)>, i=1,2,3. (3.6

We exhibit the results in Figs. 12—14. It is obvious that only
in phase II, they have the LRO. This LRO indicates a non-
vanishing expectation value of v,, (v,) # 0, in phase II. This
understanding is supported by the measure of p, which
shows that the gauge dynamics is in the Higgs phase in phase
II.

1.5 ) .
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1.25 —- Crossover

1 e,
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FIG. 16. (Color online) Phase diagram of the U(1) gauge theory
of CP! spinons with ¢;=0. There are two phases.
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FIG. 17. (Color online) E for ¢,=0.4. There is sharp disconti-
nuity at c¢;=1.44 that indicates a first-order phase transition. System
size is L=24.

We also calculated the spin gap as a function ¢; for ¢,
=1.5, i.e., from the spin liquid to spiral state. It is difficult to
estimate the spin gap directly from the spin-correlation func-
tions G,(r). Then as in the previous studies,’® we employ a
Fourier transformation of the spin field, e.g., 7i3(x),

fi3(x:p1.pa) = > PIITIP (x)
X1.%

(3.7)

In the continuum limit, the correlator of 75(xo;p;.p,) be-
haves as
~ ~ e'Povo [ 22onl
(113(x0:p1.p2) - 113(0:p1.p2)) = | dpy ) 5 o e” WP,
D+ M,
(3.8)

where ﬁ2=2i=1,2,3pi2. In the practical calculation on the lat-
tice, we put p;=p,=2m/L, and measured v’p2+p2+M2 from
1 2 1 2 K

the correlation function of 7i5(xy;p;,p,). We show the result
M as a function of c; in Fig. 15. It is obvious that the spin
gap M, is a continuous decreasing function of ¢; and is van-
ishing for ¢;>c;.==1. This result means that the spin exci-
tation has a finite gap in the Z, spin liquid whereas the spin
wave in the spiral state is gapless.

From all the above calculations, we obtain the phase dia-
gram shown in Fig. 3.

B. U(1) gauge field coupled to Z,CP! spinon: ¢;=0 case

Let us consider the case ¢;=0 of the system (2.12). The
system with ¢;=0 is nothing but the pure compact U(1)

0.7 0.8 0.9 1 1.1
cl

FIG. 18. (Color online) E for ¢,=1.8. There is sharp disconti-
nuity at ¢;=0.95 that indicates a first-order phase transition. System
size is L=24.
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FIG. 19. (Color online) Distribution of A(0) for ¢,=1.8 and ¢,
close to the phase transition point. The double-peak structure at
¢1=0.947 confirms the existence of the first-order phase transition.
System size L=24.

gauge model in 3D. It is well known that there is no phase
transition and the system is always in the confined phase,
though there is a crossover from dense-instanton to dilute-
instanton regimes as the parameter c, is increased.

3 e
2.8 @" \‘\
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FIG. 20. (Color online) C for c¢;=0.5. System size L
=12,18,24. There is no system-size dependence, i.e., the second-
order phase transition in the Z, gauge model reduces to a crossover.
The deconfined spin-liquid phase does not exists in the model with
c3=0.
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FIG. 21. (Color online) Instanton density for c,=1.8 as a func-
tion of c;. At the phase transition point ¢;=0.95, there is a sharp
discontinuity. System size L=24.

We show the obtained phase diagram of the system (2.12)
with ¢;=0 in Fig. 16. There are two phases, (i) phase I is the
dimer phase with confinement of spinons and without any
long-range order and (ii) phase II is the spiral state with the
condensation of v,. Phase transitions separating these two
phases are of first order as the calculations of E in Figs. 17
and 18 indicates. In order to verify this observation, we mea-
sured the distribution of A(0), MO;E], in the MC steps.
From Fig. 19, it is obvious that on the critical line M0;E]
has a double-peak structure whereas it does not off the criti-
cal line.

The second-order phase transition that exists in the Z,
gauge model of spinons from the confined to deconfined
phases disappears in the system with c3=0. There is a cross-
over line emanating from the crossover point of the pure
compact U(1) gauge model in 3D. See Fig. 20. This fact
strongly influences structure of the ground-state and low-
energy excitations of the original spin system. Absence of the
deconfined phase means that the spin-liquid phase does not
exist in the present case. We measured the instanton density
p to verify the above conclusion. In particular, in the dilute-
instanton regime c,>> 1.5, the instanton density p is small
even in the confined phase ¢, <c;.(c,) but it decreases rap-
idly at the phase transition ¢;=c;.(c,) to the Higgs phase.
See Fig. 21. On the other hand for ¢;=0.5, p is a decreasing
function of ¢, but does not exhibit any anomalous behavior
at the crossover c,=1.5. See Fig. 22.

We calculated the spin-correlation functions in each phase
and verified that the spin LRO exists only in the Higgs phase
C1>Clee

0.2
&
\\9\
0.15 .
e\\
9\\
2 0.1
$\
0.05 el
\6\\e\$
A SN
1 12 14 16 18 2

c2

FIG. 22. (Color online) Instanton density for ¢;=0.5 as a func-
tion of c¢,. There is no anomalous behavior at the crossover c,
=1.5. System size L=24.
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FIG. 23. (Color online) Phase diagram of the U(1) gauge theory
of CP! spinons with ¢;=1.0. There are three phases as in the Z,
gauge model.

C. Massive U(1) gauge field coupled with Z,CP! spinon:
c3=1.0 case

Finally let us consider the case c;=1.0. We also investi-
gated the case ¢3=2.0 and obtained similar results. In the
present case c3>0, the gauge field U, , is a U(1) variable
but local U(1) gauge symmetry is explicitly broken down to
Z, by both the hopping term of v, and the mass term of the
gauge field, i.e., Ui pte.c. Itis expected that the mass term
of the gauge field is a relevant perturbation and therefore the
phase structure of the system c3>>0 is qualitatively the same
with that of the Z, gauge theory studied in Sec. IIT A.

We show the obtained phase diagram in Fig. 23. There are
three phases similarly to the Z, gauge theory of spinons, as it
is expected. In Figs. 24 and 25, we show C as a function of
¢, for ¢;=0.3 and the FSS scaling function obtained from
these data. Critical exponents are estimated as v=1.26, o
=0.43, and c¢,,,=1.44. From the above result, we think that
the present phase transition does not belong to the universal-
ity class of the 3D Ising model. At phase transitions from the
tilted-dimer to spiral phases, E, the distribution of N[1;E]
and the instanton density p have similar behaviors to those in
the previous cases of the first-order phase transition. In Figs.
26 and 27, we show the result of the instanton density.

IV. CONCLUSION AND DISCUSSION

In the present paper, we derived effective gauge models
that describe low-energy properties of antiferromagnets with

30
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FIG. 24. (Color online) C for c¢;=0.3. System size L
=12,18,24.
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FIG. 25. (Color online) FSS for ¢;=0.3. All data for L
=12,18,24 can be fit by single function ¢(x).

frustrations in two dimensions, and studied their phase struc-
ture mostly by means of MC simulations. We found that
generally there are three phases in the models, (i) phase of
the tilted-dimer state with spin-triplet excitations, (ii) the spi-
ral state with gapless spin wave, and (iii) the spin liquid with
weakly interacting spinons. We identified the order of the
phase transitions and estimated values of the critical expo-
nents of the second-order phase transitions. The investigation
suggests that for the spin liquid to appear, multispin and
nonlocal interactions are necessary in the original spin sys-
tems.

In order to verify the validity of the above results, it is
important and also possible to study spin systems on layered
3D triangular lattice at finite temperature (7) by means of the
Schwinger-boson (CP') representations. In this case, the sys-
tems can be studied directly with the spatial lattice as a regu-
larization. In the path-integral representation of the partition
function Z in Eq. (2.5) at finite 7, the 7 dependence of z; is
ignored. Then the path integral over CP' variables z;’s in Z
can be performed without any difficulties by the MC simu-
lations. At present we are studying these systems, and have
obtained preliminary results that support the conclusion in
the present paper.’’

In the present paper, we mostly focus on the (short-range)
spiral state with (A,;) % (z;-Z;)=A¢#0. There is another pos-
sibility of canted state such as (A, ;,{)=(-)'Ay# 0. This state
can be regarded as a state with a ferromagnetic order in the
AF background. This state also breaks the U(1) gauge invari-

- o—
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FIG. 26. (Color online) Instanton density for ¢,=0.5 as a func-
tion of ¢y. At ¢;==1.1, there is sharp discontinuity corresponding to
the first-order phase transition. System size L=24.

224425-9



NAKANE, SHIMIZU, AND ICHINOSE

0.175} =
0.15 .
0.125 e
« 01 %\99
0.075 %
0.05 "x%
0.025

0 R0 o

FIG. 27. (Color online) Instanton density for ¢;=0.3 as a func-
tion of ¢,. At c,=1.4, p changes its behavior. System size L=24.

ance down to the Z, as the (short-range) spiral state does, and
therefore results obtained in the present paper are expected to
be applicable to the canted state.

Finally let us comment on effects of the Berry phase. As
we explained in Sec. II, the Berry phase appears after inte-
grating out the high-energy modes in the path integral in
order to derive the effective-field theory of AF magnets. The
Berry phase may play an important role though qualitative
phase structure is not changed by its existence.’® Whether the
suppression of the instantons occurs by the Berry phase

PHYSICAL REVIEW B 80, 224425 (2009)

strongly depends on its coefficient. For example, in the in-
homogeneous AF Heisenberg model on a square lattice, the
coefficient depends on the magnitude of the inhomogeneity
and is generally an irrational.”> Suppression of instantons
does not occur in that case and the Néel-dimer phase transi-
tion belongs to the universality class of the classical 3D O(3)
nonlinear sigma model, which is equivalent to the CP' gauge
model (2.6) without the Berry phase. This result was verified
by the numerical study of the inhomogeneous SU(2) AF
Heisenberg model. We expect that nonvanishing frustration
coupling J' gives a similar effect on the Berry-phase’s coef-
ficient because the most dominant NN spin-pair configura-
tion is shifted from z;,=€,,7;, (i, j=site, a,b=spinor indices)
on path-integrating out high-energy modes. If this is the case,
the Berry phase gives only negligible effects on critical be-
havior of the systems under study, and the FSS used in the
present paper gives reliable estimation of the critical
exponents.*!
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